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Abstract
Researchers are using different statistical techniques for process optimisation and product 
development both in academia and industries. Similarly, several statistical tools are being 
employed in the textile industry for process optimisation during the manufacturing of diffe-
rent products. The purpose of this study was to analyse different Taguchi-based techniques 
in the multi-response optimisation of selected industrial processes and then to generalise 
the outcomes. Herein, six different Taguchi-based multi-response optimisation techniques, 
including grey relational analysis (GRA), the weighted signal-to-noise (WSN) ratio, principal 
component analysis, VIKOR (VlseKriterijumska Optimizacija I Kompromisno Resenje), the 
multiple response signal-to-noise ratio, and Fuzzy logic were compared against three data sets 
of industrial processes. The researchers herein optimised cotton dyeing, the finishing of textile 
to make them oleo-hydrophobic, and the production of rhamnolipids (bio-surfactants). The 
results demonstrated that the Fuzzy logic-based Taguchi method gave the best optimisation 
amongst all the other approaches, followed by GRA and WSN for all the selected processes. 
The said statistical techniques were applied to specific textile and biotechnological processes. 
The outcomes of this study can help researchers in practical implementation in industrial 
sectors. In this study, a  comparative analysis of the performances of six Taguchi-based 
multi-response optimisation techniques was conducted for potential industrial processes, 
particularly textile processing .
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parameters on the product yield and pro-
cess efficiency. Conceptually, the SN is 
used in terms of the magnitude of voice 
in the communications industry and is 
expressed in decibels (dB) [3]. 

Taguchi methodology has proved its 
effectiveness in improving the off-line 
quality of processes and products in the 
industry. However, by this methodolo-
gy, the setting of process parameters can 
be optimised concerning a single quality 
characteristic of the process of a prod-
uct, whereas researchers are usually re-
quired to find out the optimal settings of 
process parameters of multiple respons-
es at the same time [4]. For this purpose, 
the Taguchi method was coupled with 
other multi-response approaches to an-
alyse and optimise such problems that 
involve more than one response. In the 
recent era, researchers have developed 
multi-response optimisation techniques 
based on the SN ratios for the optimal 
settings of process parameters. The ef-
fectiveness of all these approaches for 
multi-response optimisation has been 
verified [5]. The people working in ac-
ademia and industry are trying to figure 
out which approach is the most suitable 
for reducing variation and improving 
the quality of products. In this study, 
a performance-based comparative anal-

	 Introduction
In the manufacturing sector, variabil-
ity of the process is the main hurdle in 
achieving the desired quality of products. 
Different researchers have developed 
various statistical techniques not only 
for improving the quality of products but 
also for reducing defect percentage in 
the final products through process opti-
misation and the reduction of variabili-
ty in the process. For instance, Taguchi 
methodology changed the direction of 
quality engineering by introducing the 
concept of loss function, system param-
eters, and the tolerance design approach 
to achieve a robust (insensitive-to-noise 
factors) process [1]. The orthogonal ar-
ray (OA) and signal-to-noise (SN) ratios 
are the key tools in Taguchi methodology 
[2] which requires a number of combina-
tions of experiments that are time, cost 
and labor intensive. The Taguchi method 
of design of experiments is a simple sta-
tistical tool involving a system of tabu-
lated designs (arrays. Here, the SN ratio 
is the ratio of sensitivity to variability and 
is used to examine the effect of control 

ysis of six multi-response optimisation 
techniques: grey relational analysis 
(GRA), the weighted signal-to-noise 
(WSN) ratio, PCA, VIKOR (VlseKrit-
erijumska Optimizacija I Kompromisno 
Resenje), the multiple response signal-
to-noise (MRSN) ratio, and Fuzzy logic 
were performed.

For this purpose, three sets of experimen-
tal data containing multiple responses 
were taken and the process parameter 
settings of each data set were evaluated 
using the six multi-response optimiza-
tion techniques mentioned above. Mul-
ti-response optimisation methodologies, 
especially the GRA [6], PCA [7], AHP 
(Analytic Hierarchy Process) [8] manu�-
facturing firms require to meet demand, 
increase quality, and decrease cost due 
to continuous changes in the market. Be-
cause of the importance of flexible man-
ufacturing system, the optimum operator 
allocation problem in cellular manufac-
turing systems (CMSs, WSN [9] some 
of which are correlated. For example, 
material removal rate and tool wear rate 
are highly correlated). Although in the 
recent past several methods have been 
proposed in the literature to resolve the 
multi-response optimization problems, 
only a few of them take care of the pos-
sible correlation between the responses. 
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All these methods primarily make use 
of principal component analysis (PCA, 
ANN (Artificial Neural Networks) [10], 
Fuzzy logic [11], Technique for Order 
Preference by Similarity to Ideal Solution 
(TOPSIS) [12], and DEA (Data Envelop�-
ment Analysis) [13] can be coupled with 
Taguchi methodology to solve complex 
multi-attribute optimisation problems. 
Deng recommended the GRA method 
coupled with the Taguchi method for 
assessing the performance of complex 
problems involving multiple responses 
by introducing a grey relational grade 
based on the SN ratios of each response 
[6]. A group of researchers [14] com-
pared four quantitative methods for the 
simultaneous optimization of multiple 
responses using the concept of distance 
metric. Another group studied the perfor-
mance of four Taguchi-based techniques: 
GRA, MRSN, WSN, and VIKOR, and 
reported the WSN ratio method to be the 
best one [15] researchers have attempted 
several systematic procedures for opti-
mising the multiple responses of WEDM 
processes. However, most of these ap-
proaches use complex statistical/mathe-
matical tools and are, therefore, impracti-
cal for application by the engineers who 
may not have a strong background in 
mathematics. Only a few methods, e.g., 
grey relational analysis and multiple re-
sponse signal-to-noise ratio approaches 
use relatively simpler computational pro-
cedures. On the other hand, the computa-
tional procedures for the weighted signal-
to-noise (WSN). Gauri and Pal [16] this 
method has been developed to optimize 
single-response processes. But, in many 
situations, the engineers are required to 
determine the process settings that can si-
multaneously optimize multiple respons-
es. In the recent past, researchers have 
proposed several systematic procedures 
for multi-response optimization. Most of 
these methods use complicated statisti-
cal/mathematical models and are, there-
fore, not easily comprehendible to the 
engineers who do not have a strong back-
ground in mathematics. Only a few meth-
ods, e.g. weighted signal-to-noise (WSN) 
performed a result-based comparison of 
five Taguchi-based multi-response opti-
misation techniques, including PCA; in 
that study, they also recommended WSN 
as the leading one performance-wise. In 
this study, six Taguchi-based methodol-
ogies were used and a comparison made 
based on their performances. From an 
engineering perspective, it is very im-
portant to know which methodology is 
appropriate and efficient amongst several 

available approaches in determining opti-
mum process parameters. 

	 Materials and methods
GRA, WSN, PCA, VIKOR, MRSN, 
and Fuzzy logic methodologies
The Taguchi method is a practical ap-
proach in statistics for solving quality 
problems in various disciplines of engi-
neering and sciences. In this method, de-
sirable variables are converted into cor-
responding SN ratios. SN ratios are gen-
erally classified as nominal-the-better, 
lower-the better, and higher-the better.

For nominal-the-better,
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; n is the number of
runs, ηij the SN ratio of the jth response 
and ith trial, and yijk the observed value 
of the ith experimental run, jth response, 
and kth repetition. The unit of SN is dB, 
and T is the targeted value. The SN ratios 
are normalised (scaled) into the range of 
0 to 1 to reduce any variability, distrib-
ute the data evenly, and avoid the effect 
of different units used in the responses. 
The normalised equations of SN ratios 
as nominal-the-better (Equation (4)), 
higher-the-better (Equation (5)), and 
lower-the-better (Equation (6)), respec-
tively, are given below.

The quality loss function values of SN ra-
tio values of desirable responses are con-
verted into normal SN ratios scaled into 
a (0, 1) interval before further analysis so 
that the variability among the different 
responses may be reduced. 

The following three steps are generic for 
all selected six methodologies to achieve 
the objective of optimisation:

Step 1:	Transform multiple responses 
into a single response, named as the mul-
ti-response performance index (MRPI), 
using the respective procedure of each 
approach for optimisation.

Step 2:	Convert MRPIs to a factor level 
table to determine the optimum level of 
each factor.

Step 3:	Predict the SN ratio value for 
each response under the optimal condi-
tions from step 2.

All six methodologies vary concerning the 
first step in determining the MRPIs by em-
ploying the different methodologies.

Experimental methodologies for the 
conversion of multiple responses into 
a single performance index
The six methodologies, i.e., GRA, WSN, 
PCA, VIKOR, MRSN, and Fuzzy logic 
mainly vary concerning the first step in 
converting the multiple responses into 
single performance indices (MRPIs). The 
procedures adopted in the GRA, WSN, 
PCA, VIKOR and MRSN methodologies 
are thoroughly described by Krishnainah 
and Shahabudeen [17]. Taguchi-based 
fuzzy logic optimisation methodology is 
described by Pandey and Dubey in their 
study [11]. Corresponding to the different 
levels of process parameters, the average 
MRPI is calculated; the highest average 
value of MRPI of the level implies the 
optimum level for that factor. The value 
of MRPI lies between 0 and 1, wherein 
close to 0 means less critical quality.

Analysis of variance
The analysis of variance (ANOVA) 
method is a well-known series of statis-
tical methods developed by Fisher [18] 
and is used to identify influential process 
parameters in the development of a mod-
el. In this study, ANOVA was carried out 
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of optimisation: 
Step 1:  Transform multiple responses into a single response, named as the multi-response 
performance index (MRPI), using the respective procedure of each approach for optimisation. 
Step 2:  Convert MRPIs to a factor level table to determine the optimum level of each factor. 
Step 3:  Predict the SN ratio value for each response under the optimal conditions from step 2. 

Equations (4)-(6).
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for MRPIs computed from the six meth-
ods to identify the significant factors for 
which the p-value was less than the lev-
el of significance; 5% in our study, and 
these factors might be considered as sig-
nificant factors. 

Validation test of the selected 
influencing factor – a level 
combination
The validation of selected influencing 
factors lies in the prediction of SN ratios 
under optimal conditions computed from 
each method. 

Application of finish on dyed samples
Some oleo-hydrophobic finishing exper-
iments were conducted on dyed cotton 
fabric to track any shade changes after 
application of the finish. For that purpose, 
the dyeing of bleached cotton fabric was 
performed using the isothermal exhaust 
method. The ready-for-dyeing fabric was 
dyed with Remazol Red B (Molecular 
mass 560.74 g/mol) at 2% shade with 
60 g/l of common salt (NaCl, an exhaus-
tion agent) and 20 g/l of sodium car-
bonate (fixing agent) in a lab-scale dye-
ing machine with a materials-to-goods 
ratio of 1:20 using the isothermal dyeing 
method at 60 °C for 1 h. Finally, the dyed 
sample was removed and washed in cold 
and then hot water to remove any residual 
auxiliaries and unfixed dyes, and subse-

quently dried at room temperature. In the 
second step, the dyed fabric underwent 
oleo-hydrophobic finishing considering 
three input variables, viz. A: concentra-
tions of the finish (Oleophobol CP-C®), 
B: concentration of cross-linking agent 
(Knittex FEL®), and C: curing temper-
ature. The finishing process of the dyed 
cotton fabrics was performed under opti-
mised Taguchi based on WSN (A3B2C2) 
and FMPI (A3B1C2). The responses in-
cluded the water contact angle (WCA), 
oil contact angle (OCA), air permeability 
(AP), crease recovery angle (CRA), stiff-
ness, and tear and tensile strengths of the 
finished dyed fabric.

Measurement of colour coordinates 
A spectrophotometer (7000A, ColorEye, 
USA) was used to determine the CIELab 
(international commission on illumi-
nation) values using dCIELab.D55-10 
software to observe any changes in the 
shade after the application of the finish. 
Minimum or no change of shade is one 
of the unavoidable requirements after 
finishing as compared to the unfinished 
dyed sample. 

	 Results and Discussion
For the performance-based comparison 
of the six methods i.e. GRA, WSA, PCA, 
VIKOR, MRSN, and Fuzzy logic, the 

above-mentioned three sets of experi-
mental data were analysed. 

Weighting scheme
In the computation of MRPIs of the GRA, 
WSN, VIKORE, and MRSN methods, it 
is required to assign a weight to each re-
sponse at some stage of analysis. In this 
study, all the responses were weighted 
equally. Whereas in the PCA method the 
weights were applied using eigenvalues. 
For the computation of MRPIs of the 
GRA, WSN, VIKOR methods, in the first 
step, SN and normalised SN ratios of each 
response are evaluated by using Equa-
tions (1)-(6) which are shown in Table 1. 
For the calculation of MRPIs of PCA, the 
procedure is carried out for normalised 
SN ratios of the responses using the stand-
ard method, described in our early study 
[19]. The PCA results, including princi-
pal components corresponding to each 
trial, eigenvalues of each component, the 
proportion of variation explained by each 
component, and the eigenvector corre-
sponding to each eigenvalue of normal-
ised SN ratios of Ahmad et al.’s data were 
computed [20]. From this analysis, three 
principal components of this data set had 
an eigenvalue more significant than one, 
and thus taken for further analysis. Fur-
ther, Table 2 shows the MRPIs for Ahmad 
et al.’s data [20], whereas the Fuzzy logic 
MRPIs were computed using the standard 
method, given in the experimental section. 
All MRPIs of the six approaches are given 
in Table 2. 

Figure 1.a graphically shows input lin-
guistic variables with seven membership 
values of Fuzzy rules, and Figure 1.b 
represents the membership function for 
linguistic variables for Ahmad et al.’s ex-
perimental data [20]. Membership plots 
for the input and output variables using 
the triangular membership functions of 
Ahmad et al.’s experimental data [20] and 
a typical plot are shown in Figure 1.b.

Table 1. SN ratios and normalised SN ratios for data set 1.

Factors SN ratio Normalised SN ratio

Run A B C WCA OCA AP CRA Stiff-
ness

Tear 
strength

Tensile 
strength WCA OCA AP CRA Stiff-

ness
Tear 

strength
Tensile 

strength
1 1 1 1 40.880 37.600 49.550 44.700 -11.510 64.740 59.730 0.014 0.058 0.780 0.187 0.010 0.874 0.445
2 1 2 2 40.860 39.210 49.950 45.330 -11.580 64.480 59.700 0.000 0.666 0.887 0.871 0.161 0.779 0.423
3 1 3 3 41.270 38.550 49.520 45.440 -11.600 62.310 59.123 0.368 0.418 0.774 0.986 0.220 0.000 0.000
4 2 1 2 41.740 39.390 49.760 45.020 -11.540 64.900 59.770 0.798 0.735 0.836 0.538 0.075 0.932 0.475
5 2 2 3 41.680 37.440 50.290 45.160 -11.510 63.860 59.763 0.742 0.000 0.974 0.681 0.009 0.556 0.468
6 2 3 1 41.070 39.360 49.700 44.520 -11.680 64.620 60.490 0.187 0.723 0.819 0.000 0.402 0.831 1.000
7 3 1 3 41.340 39.720 46.570 44.890 -11.510 64.170 60.130 0.435 0.859 0.000 0.398 0.000 0.668 0.734
8 3 2 1 41.370 40.090 50.390 44.520 -11.920 65.090 59.850 0.458 1.000 1.000 0.004 1.000 1.000 0.534
9 3 3 2 41.960 39.730 50.180 45.450 -11.870 63.850 59.460 1.000 0.862 0.947 1.000 0.865 0.553 0.243

Table 2. Various MRPIs for data set 1.

Multi-response performance index (MRPI)
GRA WSN PCA VIKOR MRSN FMPI

1 0.6320 0.3384 -0.1779 0.9790 4.7057 0.688
2 0.7187 0.5411 -0.1572 0.7713 2.6673 0.498
3 0.6583 0.3951 0.1244 0.9360 4.0328 0.501
4 0.7540 0.6272 -0.3977 0.5190 2.0260 0.895
5 0.6965 0.4901 -0.1051 0.8288 3.0970 0.497
6 0.7375 0.5659 -0.4847 0.7432 2.4724 0.511
7 0.4420 0.6686 3.5458 0.8831 -0.5215 0.500
8 0.7136 0.8330 1.4655 0.5691 -0.3883 0.751
9 0.7815 0.8529 1.0710 0.0000 -0.1186 0.748
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Figure 1. a) Rule viewer of data set, b) membership function plot of input and output variables for data set 1.
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Figure 1. c) rule viewer of data set 2, d) rule viewer of data set 3.
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Table 3. Summary results of ANOVA for WSN, GRA, MRSN, VIKOR, and PCA for data set 1.	

Factor
GRA   WSN   PCA   VIKOR   MRSN   FMPI  
SS F-Test SS F-Test SS F-Test SS F-Test SS F-Test SS F-Test

A 0.0199 8.2 0.0745 12.3 0.1415 1.42 0.2539 4.28 5.0165 14.09 0.1074 1.96
B 0.0084 3.45 0.0251 4.14 0.0679 0.68 0.0864 1.46 1.8561 5.21 0.009 0.16
C 0.0154 6.34 0.0647 10.68 0.0525 0.53 0.3302 5.56 4.06 11.4 0.0949 1.73

Error 0.0024 0.0061 0.1 0.0593 0.3561 0.0548
Total 0.0461   0.1703   0.3619   0.7299   11.2886   0.2661  

Fuzzy model of data Set 1

Figure 1. e) block diagram of Fuzzy model for FMPI of data set 1, f) block diagram of Fuzzy model for FMPI of data set 2, and g) block 
diagram of Fuzzy model for FMPI of data set 3.

e)

Fuzzy model of data Set 2

f)
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Fuzzy model of data Set 3

g)
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All the seven input linguistic varia-
bles with three linguistic values viz.: S: 
Small, M: Medium, and H: High were 
taken, whereas for the output linguis-
tic variable, nine linguistic values viz.: 
VVS: Very very small, VS: Very small, 
S: Small, SM: Small-medium, MH: Me-
dium-high, H: High, VH: Very high, and 
VVH: Very very high were taken as elab-
orated in Figure 1.b.

For the Fuzzy logic method, the MRPIs 
were computed by employing the proce-
dure mentioned in the experimental sec-
tion for each experimental run of Ahmad 
et al.’s [20] experimental data, which 
are shown in Table 2. In this method, 
normalised SN ratio variables were con-
sidered as linguistic variables, and these 
were fuzzified by employing a triangular 
membership function and then applying 
centroid defuzzification to get a non-fuz-
zification output. Finally, MRPIs of Ah-
mad et al.’s [20] experimental data were 

computed. In Fuzzy logic, input and out-
put parameters are known as linguistic 
variables. The ANOVA test was conduct-
ed to analyse the effect of process param-
eters on the MRPIs obtained from the 
GRA, WSN, PCA, VIKOR, MRSN, and 
Fuzzy logic methods for Ahmad et al.’s 
[20] experimental data; the results are 
shown in Table 3. The critical F-value of 
factor A (concentration of O-CPC) for all 
the methods, except the VIKOR method, 
concerning all types of MRPIs at a 95% 
confidence level is significantly high. 
The second important factor is C (curing 
temperature).

Table 4 shows the main effects of all 
MRPIs of all the six methods for each 
experimental run. Optimum settings of 
process parameters for the Fuzzy logic 
method were obtained i.e. A3, B1, and 
C2 for Ahmad et al.’s [20] experimen-
tal data, i.e., the optimum setting of the 
process parameters for the Fuzzy logic 

method concerning simultaneous optimi-
sation of the seven responses were found 
to be A3 B1 C2, which is shown in Ta-
ble 4; whereas the optimal conditions of 
factors A, B, and C for the GRA, WSN, 
PCA, VIKOR, and MRSN methods were 
set as A3B3C2, A3B2C2, A1B3C3, A3B3C2, 
and A1B1C3, respectively. It was inter-
esting to note that the GRA and VIKOR 
methods showed the same optimal con-
ditions. As discussed earlier, the final 
target of the researcher is to minimise 
the quality loss function of the product 
manufactured or process, i.e., to maxim-
ise SN ratios of the responses of interest. 
For this purpose, SN ratios of optimised 
conditions derived by the methods were 
predicted, accordingly. For these optimal 
conditions, the predicted SN ratios are 
given in Table 5, which shows that the 
optimal condition derived from the WSN 
method gave the highest total predicted 
SN ratio of 289.86 dB, followed by the 
Fuzzy logic method exhibiting the sec-
ond highest total predicted SN ratio of 
289.11 dB, with GRA with a 289 dB total 
SN ratio in third position.

Raza et al. [21] and Rehman et al.’s 
[22] experimental data
The Taguchi-based L9 orthogonal array 
experimental runs along with computed 
SN and normalized SN ratios for various 
responses obtained from Raza et al. [21] 

and Rehman et al.’s [22] experimental 
data are shown in Tables 1.S and 6.S, 
respectively. MRPIs for the GRA, WSA, 
VIKOR, and MRSN methods computed 
using normalised SN ratios for Raza et al. 
[21] and Rehman et al.’s [22] experimen-
tal data are given in Tables 2.S and 7.S, 
respectively. The normalised SN ratio 
values of multiple responses of Raza et 
al. [21] and Rehman et al.’s [22] experi-
mental data were taken as the input vari-
ables to compute MRPIs of the PCA and 
Fuzzy logic methods by employing the 
standard set procedure [22]. In the PCA 

Table 4. Main effects on MRPIs of GRA, WSN, PCA, VIKOR, MRSN, and Fuzzy logic for 
data set 1.

Technique Factors A B C

GRA (A3B3C2)

Level 1 0.6697 0.6849 0.7342

Level 2 0.7293 0.7494 0.7752
Level 3 0.7848 0.7496 0.6745

WSN (A3B2C2)

Level 1 0.4249 0.4692 0.5393

Level 2 0.5611 0.5816 0.6499
Level 3 0.6457 0.5808 0.4424

PCA (A1B3C3)

Level 1 -0.0703 -0.3657 -0.3503

Level 2 -0.3292 -0.2169 -0.2245

Level 3 -0.3428 -0.1596 -0.1674

VIKOR (A3B3C2)

Level 1 0.8954 0.7937 0.7638

Level 2 0.697 0.723 0.4301
Level 3 0.484 0.5597 0.8826

MRSN (A1B1C3)

Level 1 3.8019 3.4258 2.8812

Level 2 2.5318 2.41 1.9214

Level 3 2.0274 2.5254 3.5585

Fuzzy logic (A3B1C2)

Level 1 0.562 0.694 0.65

Level 2 0.634 0.582 0.714
Level 3 0.666 0.587 0.499

Table 5. Predicted SN ratios of the six methods under optimum conditions for data set 1.

Response GRG 
(dB) A3B3C2

PCA 
(dB) A1B3C3

VIKOR 
(dB) A3B3C2

MRSN 
(dB) A1B1C3

Uncoloured specimens Coloured specimens
WSN 

(dB) A3B2C2

FMPI
(dB) A3B1C2

WSN 
(dB) A3B2C2

FMPI
(dB) A3B1C2

WCA 41.81 41.16 41.81 41.05 41.68 41.75 41.28 41.34
OCA 40.48 38.21 40.48 37.91 40.18 39.36 40.52 40.43
AP 49.72 49.18 49.72 48.00 50.13 50.59 50.12 50.85

CRA 45.36 45.45 45.36 45.18 45.22 45.3 44.83 44.41
Stiffness -11.87 -11.55 -11.87 -11.35 -11.83 -11.68 -11.59 -11.96

Tear strength 63.92 62.43 63.92 63.44 64.81 64.01 64.52 64.72
Tensile strength 59.58 59.32 59.58 59.51 59.67 59.78 59.67 59.67

Total 289.00 284.21 289.00 283.73 289.86 289.11 289.35 289.46
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method, PCA for the normalised values 
of multiple responses of Raza et al. [21] 
and Rehman et al.’s [22] experimental 
data was carried out using Minitab 17® 
software, and the respective eigenvalues 
and proportion of the variation of princi-
pal components as well as the eigenvec-
tor of each eigenvalue of both data sets 
were obtained [22]. The MRPIs of all six 
methods computed from Raza et al. [21] 
and Rehman et al.’s [22] experimental 
data are given in Table 2.S and Table 7S, 
respectively [22]. Figure 1(c) shows the 
fuzzified rule viewer for MRPIs for Raza 
et al.’s experimental data [21], which 
could accept any value of 8 multiple out-
put responses of UTS, DCBM, RL, ST, 
YP/S, YP/X, YX/S, and PV, and similarly 
Figure 1.d represents the fuzzified rule 
viewer for MRPIs for Rehman et al.’s ex-
perimental data [22], which could accept 
any value of 6 multiple output responses 
of absorbency: RS, WBL, WWL, WL, 
and TR. Figures 1.e, 1.f and 1.g show 
block diagrams of the Fuzzy model for 
FMPI for Raza et al. [21], Ahmad et al. 
and Rehman et al.’s [22] experimental 
data, respectively.

For the Fuzzy logic method, the MRPIs 
are computed by employing the proce-
dure mentioned in the experimental sec-
tion for each experimental run of Raza 
et al. [21] and Rehman et al.’s [22] ex-
perimental data, which are shown in Ta-
bles 2.S and 7.S, respectively. Table 9.S 
reveals the main effects computed from 
Rehman et al.’s experimental data [22] 
for various MRPIs of the six methods. 

ANOVA was carried out on the MRPIs 
of both data sets corresponding to each 
method separately. A summary of the 
results of ANOVA for the GRA, WSN, 
PCA, VIKOR, MRSN and Fuzzy logic 
methods for Raza et al. [21] and Rehman 
et al.’s [22] experimental data is given in 
Tables 4.S and 8.S, respectively. It was 
noted from Table 4.S that factor A was 
the most significant process parameter 
concerning GRA (F-value: 4.44), WSN 
(F-value: 3.97), PCA (F-value: 18.83), 
and Fuzzy (F-value: 3.01) indexes, with 
factor C being the second most prom-
ising factor. Whereas according to the 
VIKOR method, factor C was the most 
influencing process parameter; whiles B 
was the second most influencing factor. 
Similarly, Table 8S reveals that factor C 
was the most influencing factor with re-
spect to all six indexes, i.e., GRA (F-val-
ue: 4.56), WSN (F-value: 4.56), PCA 
(F-value: 7.38), VIKOR (F-value: 3.95), 

MRSN (F-value: 5.37), and Fuzzy Log-
ic (F-value: 114.24), with factor A being 
the second most influencing factor with 
respect to GRA (F-value: 2.75), WSN 
(F-value: 4.00), VIKOR (F-value: 3.16), 
MRSN (F-value: 4.72), and Fuzzy Logic 
(F-value: 6.20). While factor B had the 
second highest effect on the PCA (F-val-
ue: 1.65) index and MRPIs. 

Table 3.S shows the level averages of 
MRPIs (main effects) computed from 
Raza et al.’s experimental data [21] based 
on the six methods, where the larger the 
level average values (main effects) of 
the process parameters for the different 
MRPIs, the better the quality. Finally, 
the optimum condition of the process 
parameters for Raza et al.’s experi-
mental data [21] for GRA, WSN, PCA, 
VIKOR, MRSN, and Fuzzy logic could 
be observed as A2B3C1, A2B3C1, A2B2C1, 
A1B1C3, A1B2C2, and A2B3C1, respec-
tively. It was observed that GRA, WSN, 
and Fuzzy Logic had the same optimal 
conditions. To compare these methods, 
predicted SN rations for Raza et al.’s ex-
perimental data [21] were computed for 
each of these six optimal conditions of 
the respective methods. The predicted SN 
ratios are given in Table 5.S. From these 
total predicted SN ratios, it was observed 
that GRA, WSN, and Fuzzy logic led to 
maximum predicted SN ratios, given in 
Table 5.S. Similarly, the optimum con-
dition of the process parameters for Re-
hman et al.’s experimental data [22] for 
GRA, WSN, PCA, VIKOR, MRSN, and 
Fuzzy logic could be noted as A1B2C3, 
A1B2C3, A3B1C1, A1B3C3, A3B3C2, and 
A1B2C2, respectively. 

It was also interesting to note that GRA 
and WSN showed the same optimal con-
ditions of process parameters for the 
highest main effect (Table 9.S). Conse-
quently, the optimum conditions were 
applied to compute the predicted SN ra-
tios for each method (Table 10.S). Fuzzy 
logic led to the maximum predicted SN 
ratio, followed by the WSN and GRA 
approaches. It could be stated that no 
method gives a better result than the Ta-
guchi-based Fuzzy logic multi-response 
optimizstion technique. Fuzzy logic, due 
to its nature of including multiple values 
of linguistic variables, offers a broader 
and richer field of resources for assess-
ing more accurate MRPIs of data sets 
for simultaneous optimizstion solutions. 
With the change in the level of complex-
ity of the data set, a variation in the per-
formance of the methods was observed, 

except for Fuzzy logic. It is also expected 
that the same method would perform bet-
ter in the case of other complex process-
es under the domain of manufacturing of 
multi-featured product optimizstion. 

Colour coordinates of finished  
dyed fabric
LAB values of the samples are shown 
in Table 11S. The results demonstrated 
that both finished samples show only 
a slight change in the shade and passed 
the shade criteria (acceptable). Sample 
S-1 was slightly lighter than the untreat-
ed one (dyed), whereas the S-2 sample 
was slightly darker than the untreated 
one. Sample S-1 showed only marginal 
red and yellowness as compared to the 
untreated one, whereas sample S-2 was 
slightly greener and yellower. This might 
be attributed to the slight yellow colour 
of the resin. The results demonstrated that 
after finishing, the samples are within the 
acceptable limits of change in shade. 

There is contradictory literature available 
on the change of shade after the applica-
tion of resin to cotton fabrics. Research-
ers reported a significant shade change 
with resin on reactive dyed 100% cotton 
fabric [23, 24]. However, less change of 
shade was reported after the application 
of resin on blended cotton fabrics [25]. 
In general, less change of shade is of ut-
most importance in the industry for re-
producibility. Our results showed almost 
no change of shade after the application 
of the resin, which is promising for the 
industry.

Other parameters of finished dyed 
fabric
Finally, the WCA, OCA, AP, CRA, stiff-
ness, and tear and tensile strengths of 
both dyed finished fabrics (S-1 and S-2) 
were measured according to their respec-
tive standard methods described in the 
literature [26]. The predicted S/N ratios 
of the responses measured are given in 
Table 5, which demonstrates that no sig-
nificant change in the response values of 
the dyed fabric was observed; thus, the 
hydrophobicity and oleophobicity were 
found to be equally valid for both dyed 
and un-dyed treated fabrics in contact an-
gle measurements. 

	 Conclusions
As there are various multi-response op-
timisation techniques available, it be-
comes confusing as to which to choose 
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for the best possible results. Therefore, 
in the present study, the performance ef-
ficiency for six promising Taguchi-based 
multi-response optimisation techniques, 
e.g., grey relational analysis, the weight-
ed signal-to-noise ratio, principal com-
ponent analysis, VIKOR, the multi-re-
sponse signal-to-noise ratio, and Fuzzy 
logic were standardised. Three sets of 
experimental data were analysed at op-
timised conditions suggested by these 
standardised methods (reported in the 
respective literature), and the predicted 
signal-to-noise ratios were computed. 
The methods were applied for the dyeing 
of cotton fabric, the application of finish-
ing, and biotechnological study. The pre-
dicted optimisation performance of these 
methods was judged. Based on the pre-
dicted optimisation performance, it was 
found that no method other than Fuzzy 
logic could give better performance in 
the simultaneous optimisation problem. 
The WSN method was the second most 
leading procedure in this regard. This 
study would set up a road map not only 
for other textile processes but also in oth-
er materials-based sectors of science and 
technology.
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