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Abstract
This study proposes a solution for the issue of the low classification accuracy of clothing 
images. Using Fashion-MNIST as the clothing image dataset, we propose a clothing image 
classification technology based on an online sequential extreme learning machine (OSELM) 
optimised by the dragonfly algorithm (DA). First, we transform the Fashion-MNIST dataset 
into a data set that we extract from the corresponding grey image. Then, considering that 
the input weight and hidden layer bias of an OSELM are generated randomly, a DA is 
proposed to optimise the input weight and hidden layer bias of the OSELM to reduce the 
influence of random generation on the classification results. Finally, the optimised OSELM 
is applied to the clothing image classification. Compared to the other seven types of classi-
fication algorithms, the proposed clothing image classification model with the DA-optimised 
OSELM reached 93.98% accuracy when it contained 350 hidden nodes. Its performance was 
superior to other algorithms that were configured with the same number of hidden nodes. 
From a stability analysis of the box-plot, it was found that there were no outliers exhibited 
by the DA-OSELM model, whereas some other models had outliers or had lower stability 
compared to the model proposed, thereby validating the efficacy of the solution proposed. 

Key words: Dragonfly algorithm, Online Sequential Extreme Learning Machine, clothing 
image classification, optimised parameter.
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style elements from full-body images. 
Yamazaki et al. [5] proposed a feature 
descriptor focusing on clothing fabrics, 
wrinkles, and cloth overlaps, and re-
alised a clothing classification method 
for a single image. Ding et al. [6] used 
Gaussian blur and visual features based 
on a scale-invariant feature transform to 
obtain key points with robustness and 
representability. Wu et al. [7] adopted 
a random forest and multi-class support 
vector machine (SVM) to achieve a fine-
grained classification of images of wom-
en’s fashion wear. However, traditional 
neural networks and SVMs have the dis-
advantages of large computing workload 
and poor real-time performance.

The essence of deep learning [8-10] is 
to learn more useful features by building 
machine learning models with many hid-
den layers and massive training data, so 
as to improve the accuracy of classifica-
tion. However, deep networks also exhib-
it a large computational burden. An ex-
treme learning machine (ELM) is based 
on a feedforward neural network (FNN) 
[11-12], which provides a new idea for 
rapid classification technology. Liang 
et al. [13] proposed an online sequence 
extreme learning machine (OSELM) 
based on ELMs. Zhou [14] proposed an 
improved whale optimisation algorithm 
(WOA) to optimises an ELM for clas-
sification. In [15], a fabric wrinkle level 
classification via an improved OSELM 

	 Introduction
Intelligent clothing image classification 
technology can be applied to business 
websites to realizes the automatic classi-
fication and retrieval of clothing, thereby 
saving the time and manpower consumed 
by manual labeling. The category of 
clothing can be identified in real time to 
improve the accuracy and speed of cloth-
ing retrieval. Therefore, the classification 
of clothing images has become a research 
hotspot in the field of machine vision. Lu 
et al. [1] used part alignment to deal with 
cross-scenario clothing retrieval. Bossard 
et al. [2] adopted decision nodes based 
on multiple random forest learning mod-
els to improve the accuracy of clothing 
identification and classification methods 
in natural scenes. Simo-sera et al. [3] 
trained feature extraction networks with 
sort loss and classification networks with 
cross-entropy loss to mine the data with 
weak tags in clothing images. Hidayati 
et al. [4] proposed a method to identify 
and classify fashionable women’s cloth-
ing styles using visually differentiable 

was proposed. In [16], the differential 
evolutionary algorithm was used for it-
erative optimisation to obtain the input 
weight and hidden layer bias of a regular-
ised ELM. To improve the generalisation 
ability of neural networks, a novel neural 
network called regularised least-squares 
classification was previously proposed 
[17].

The dragonfly algorithm (DA) is primar-
ily inspired by the static and dynamic 
flocking behaviour of dragonflies in na-
ture. More specifically, it is designed by 
simulating the social interaction of drag-
onflies observed while they are navigat-
ing, finding food, and avoiding enemies. 
Among the several intelligence optimisa-
tion algorithms, the DA is widely used, 
owing to its simple structure and stable 
search performance [18].

Inspired by the literature above, this 
study proposes an OSELM model based 
on DA optimisation for clothing image 
classification. The main contributions of 
this study are as follows:

(1)	The input weights and hidden lay-
er bias of the OSELM are randomly 
generated, and to reduce the impact 
of random generation on the results, 
we propose an OSELM model based 
on the DA. The optimal position of 
the dragonfly population generated 
by the DA is used to optimise the in-
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put weight and hidden layer bias of 
the OSELM to reduce their random-
ness, and reasonable accuracy results 
were obtained without human inter-
vention.

(2)	We used Fashion-MNIST as the 
clothing image dataset. This pa-
per compares the classification ef-
fect of the differential evolution  
(DE)-OSELM, DE-ELM, particle 
swarm optimisation (PSO)-ELM, 
OSELM, ELM, multilayer (ML)-
ELM, and WOA-ELM models. 
The classification accuracy of the 
model proposed in this study can 
reach 93.98% with 350 hidden nodes, 
which is superior to the classification 
accuracy of other algorithms with the 
same number of hidden nodes. Stabil-
ity analysis of the box graph shows 
that the model proposed has no out-
liers. 

	 Related models
Online Sequential Extreme Learning 
Machine
Unlike the traditional ELM, the OSELM 
adds a certain number of samples into the 
model, and the output weights obtained 
in the previous stage of training can be 
updated. Such a pattern is regarded as an 
online sequential model. Using the idea 
of the ELM, we hoped to find the output 
weight β to obtain the minimum value of

input weight and  hidden layer bias of the OSELM to reduce their randomness , and reasonable 

accuracy results were obtained without human intervention. 

(2) We used Fashion-MNIST as the clothing image dataset. This paper compares the classification 
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(PSO)-ELM, OSELM, ELM, multilayer (ML)-ELM, and WOA-ELM models. The classification 

accuracy of the model proposed in this study can reach 93.98 % with 350 hidden nodes, which is 
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Stability analysis of the box graph shows that the model proposed has no outliers.   
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(2) We used Fashion-MNIST as the clothing image dataset. This paper compares the classification 

effect of the differential evolution (DE)-OSELM, DE-ELM, particle swarm optimisation 

(PSO)-ELM, OSELM, ELM, multilayer (ML)-ELM, and WOA-ELM models. The classification 

accuracy of the model proposed in this study can reach 93.98 % with 350 hidden nodes, which is 

superior to the classification accuracy of other algorithms with the same number of hidden nodes. 

Stability analysis of the box graph shows that the model proposed has no outliers.   
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 Unlike the traditional ELM, the OSELM adds a certain number of samples into the model, 

and the output weights obtained in the previous stage of training can be updated. Such a pattern is 

regarded as an online sequential model. Using the idea of the ELM, we hoped to find the output 

weight   to obtain the minimum value of        , where   is the output matrix of the 

hidden layer, and   is the desired output value. During the initialisation phase, the initial output 

weight    was obtained as the ELM dose. 
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2.2 Dragonfly Algorithm 

 The principle of the DA is to set the initial positions of the dragonfly, its natural enemy, and 

food, and then update the position of the dragonfly continuously by avoiding the natural enemy 

and looking for food until the best position is found. The best position is the food, and the worst is 

the natural enemy. The goal of the algorithm is to get as close to the food and as far away from the 

natural enemy as possible. The step vector was updated as follows: 
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3 DA-OSELM Classification Model Proposed 

 It is common knowledge that in an OSELM, the neuron input weights and hidden layer bias 

are randomly generated. At the same time, it can be found that these two values directly affect the 

performance of the output weight and thus have a considerable impact on the result. The DA can 

help optimise the two parameters of the OSELM. In the original DA, the fitness value was 

calculated using the objective function. To match the next OSELM classification calculation, the 

OSELM was used to calculate the corresponding fitness value. The fitness value calculated by 

multiple iterations of the OSELM helped update the dragonfly position. 

In the DA, the number of neural network input nodes is   , and that of neural network 

hidden layer nodes is   . More importantly, each dragonfly population should have        

   dragonflies, and we can obtain the optimal location for the dragonflies. In these optimal 

positions, the       optimal value is assigned to the input weight and the    optimal position  

to the hidden layer bias. Thus, the optimisation phase of the DA ends. Next, the input weight and 

hidden layer bias obtained are introduced into the OSELM for calculation. It can be found that the 

accuracy rate of classification obtained is higher than that of the classification using the OSELM 

alone. The flow diagram for the DA-OSELM is shown in Fig. 1. 
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Figure 1. Flow chart of DA-OSELM.
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4 Clothing Image Data Set 

The data set used in this study was from the Fashion-MNIST dataset [19], which is a clothing 

image dataset released by Zalando Research, a German organisation. In this study, 10,000 training 

set samples, 5000 test set samples, and five categories were selected from the Fashion-MNIST 

dataset, among which there were 2000 training set samples and 1000 test set samples for each 

category.  

5 Experiment  

5.1 Algorithm Parameters 

 A comparison with the DA-OSELM model proposed in this paper is presented through the 

following configurations:  models DE-OSELM, DE-ELM [20], PSO-ELM, OSELM [13], ELM 

[11], ML-ELM [21], and WOA-ELM [14]. 

 In the ELM and OSELM classification models, the number of hidden layer nodes was set 
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	 DA-OSELM classification 
model proposed

It is common knowledge that in an 
OSELM, the neuron input weights and 
hidden layer bias are randomly generat-
ed. At the same time, it can be found that 
these two values directly affect the per-
formance of the output weight and thus 
have a considerable impact on the result. 
The DA can help optimise the two pa-
rameters of the OSELM. In the original 
DA, the fitness value was calculated us-
ing the objective function. To match the 
next OSELM classification calculation, 
the OSELM was used to calculate the 
corresponding fitness value. The fitness 
value calculated by multiple iterations of 
the OSELM helped update the dragonfly 
position.

In the DA, the number of neural network 
input nodes is Nn, and that of neural net-
work hidden layer nodes is Nh. More 
importantly, each dragonfly population 
should have Nn × (Nh + 1) dragonflies, 
and we can obtain the optimal location 
for the dragonflies. In these optimal 
positions, the Nn × Nh optimal value is 
assigned to the input weight and the Nh 
optimal position to the hidden layer bias. 
Thus, the optimisation phase of the DA 
ends. Next, the input weight and hidden 
layer bias obtained are introduced into 
the OSELM for calculation. It can be 
found that the accuracy rate of classifi-
cation obtained is higher than that of the 
classification using the OSELM alone. 
The flow diagram for the DA-OSELM is 
shown in Figure 1.

	 Clothing image data set
The data set used in this study was from 
the Fashion-MNIST dataset [19], which 
is a clothing image dataset released by 
Zalando Research, a German organisa-
tion. In this study, 10.000 training set 
samples, 5000 test set samples, and five 
categories were selected from the Fash-
ion-MNIST dataset, among which there 
were 2000 training set samples and 1000 
test set samples for each category. 

	 Experiment 
Algorithm parameters
A comparison with the DA-OSELM 
model proposed in this paper is present-
ed through the following configurations: 
models DE-OSELM, DE-ELM [20], 
PSO-ELM, OSELM [13], ELM [11], 
ML-ELM [21], and WOA-ELM [14].

Figure 2. Costume picture results by DA-OSELM.

Table 1. Comparison of DA-OSELM, OSELM, ELM, DE-OSELM, and DE-ELM models.

Measure DA-OSELM OSELM ELM DE-OSELM DE-ELM
Avg 0.9400 0.9344 0.9338 0.9351 0.9392
Stdv 0.0013 0.0011 0.0015 0.0012 0.0014
Best 0.9422 0.9356 0.9356 0.9370 0.9410

Worst 0.9390 0.9330 0.9320 0.9338 0.9380

Table 2. Comparison of DA-OSELM, ML-ELM, PSO-ELM and WOA-ELM models.

Measure DA-OSELM ML-ELM PSO-ELM WOA-ELM
Avg 0.9400 0.9356 0.9380 0.9378
Stdv 0. 0013 0.0030 0.0015 0.0015
Best 0. 9422 0.9396 0.9402 0.9392

Worst 0. 9390 0.9314 0.9364 0.9356

Measure DA-OSELM ML-ELM PSO-ELM WOA-ELM 

Avg 0.9400 0.9356 0.9380 0.9378 

Stdv 0. 0013 0.0030 0.0015 0.0015 

Best 0. 9422 0.9396 0.9402 0.9392 

Worst 0. 9390 0.9314 0.9364 0.9356 

In Fig. 2, the Y-axis refers to the label classified as 0, 1, 2, 3, 4 and the X-axis  to the 50 

training samples. The black line shows the true label, the blue line - the predicted value, and the 

red line - the error. If the training label is predicted correctly for one of the test set samples, the 

black asterisk is in the blue circle. When the prediction is wrong, the most intuitive manifestation 

is the error in red. The prediction error was only 0 or 1. If it is 0, the prediction is correct; if it is 1, 

the prediction is wrong. 

 

Fig.2. Costume picture results by DA-OSELM 

In Fig. 2, 50 images from a single run were selected and marked with the red true label and 

blue prediction label on the left and right sides. When the left and right labels were the same, it 

indicated that the image prediction was correct. It can be intuitively seen whether the dataset 

images in this study that correspond to the predicted label values and errors that may affect the 

accuracy due to classification mismatches are excluded. 

5.3 Sensitivity and Stability Analysis 

5.3.1 Parameters of DA 

The parameters of the DA that exhibited the greatest influence on the results are the 

maximum number of iterations   and the population number  . To study the influence of these 

two parameters on the experimental results, control variates were used to combine the maximum 

iteration number  , population number  , and the number of nodes in the hidden layer   of the 

OSELM. Two of the three variables were changed each time, while the other was fixed, to observe 

their influence on classification accuracy. Among them, 5 different values were used for the 

In the ELM and OSELM classification 
models, the number of hidden layer nodes 
was set to L = {5, 10, 15, 20, 25, 30, 35, 
40, 45, 50, 100, 150, 200, 250, 300}. 
Moreover, there were different activation 
functions in these models, g = {‘Sigmoid’, 
‘Hardlim’, ‘Tribas’, ‘Radbas’. The DA 
was able to optimise the input weight and 
hidden layer bias of the OSELM. In this 
study, we employed the DE, PSO, ML, 
WOA, and other algorithms to optimise 
the corresponding ELM for comparative 
experiments. In the parameter settings of 
the DA, the set population size is {10, 20, 
30, 40, 50}, the maximum iteration num-
ber – (10, 50), the upper limit – 1, and 
the lower limit is  – 1. In the parameter 
settings for the OSELM, the initial input 
sample number is 100, the block num-
ber – 50, the activate function – ‘sig’, 
and the hidden neuro number – 50. In the 
parameter settings for the DE, the popu-
lation size is 10, the maximum iteration 
number 20, set F = 1 and CR = 0.8. In 
the parameter settings for PSO, the pop-
ulation size is 10, the maximum iteration 

number – 20, the velocity (-1, 1), and set 
C1 = C2 = 2. In the parameter settings 
for WOA, the population size is 10, the 
maximum iteration number – 20, and  
A ∈ [0, 2]. The dataset images in this 
paper contained all processed grayscale 
images, and the pixel value ranged from 
0 to approximately 255. The colour of 
the background was black and that of the 
clothes was white. When processing the 
input data, all input values were normal-
ised in the range of [0, 1].

Results and analysis
In this paper, the results of the DA-
OSELM algorithm proposed are com-
pared with those of the other algorithms 
to evaluate the effect of the DA-OSELM. 
The average classification accuracy 
(Avg), standard deviation (Stdv), best 
classification accuracy (Best), and worst 
classification accuracy (Worst) were 
used to evaluate the performance of the 
algorithm. Tables 1 and 2 list the com-
parison performance. It can be seen from 
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population number, maximum iteration times, and hidden layer nodes: 10, 20, 30, 40, and 50. 

When the node of the hidden layer was fixed, 50 was adopted, 20 when the maximum number of 

iterations was fixed, and 10 when the population number was fixed. The method of expression 

was a relative three-dimensional graph, which has more intuitive and vivid advantages compared 

to two-dimensional graphs. 

 

Fig. 3. Variation figure of average accuracy (n = 50) 

 Fig. 3 illustrates the corresponding performances when the parameters of the algorithm were 

changed separately. It can be easily observed that the number of hidden layer nodes, population 

size, and the maximum number of iterations within the range of [10, 50] gradually improved the 

classification accuracy. When these three parameters were between 10 and 20, the change in the 

classification accuracy rate was the most obvious, and then the change decreased gradually. In 

addition, the range of variations between 40 and 50 was much smaller. This indicates that within 

the range of [10, 50], these three parameters had the greatest impact on the classification accuracy.  

 
Fig. 4. Bubble diagram (n = 50) 

In Fig. 4, the bubble size represents the average accuracy. It can be clearly seen from these 

figures that a higher number of hidden nodes led to proportionately better results. The maximum 

number of iterations also had a similar influence on the result, with larger iterations leading to 

better results. However, the effect of population size on the results was not obvious because of 

fluctuations in the number of different populations. 

5.3.2 OSELM Activation Functions 

the Tables that the DA-OSELM has the 
best average classification accuracy, 
the best classification accuracy, and the 
worst classification accuracy. Although 
the standard deviation is not the best, the 
algorithm model proposed still has the 
best effect.

In Figure 2, 50 images from one running 
result are selected and marked with true 
labels and predicted labels on the left and 
right sides respectively. If the training la-
bel is predicted correctly for one of the 
test set samples, the black asterisk is in 
the blue circle. When the prediction is 
wrong, the most intuitive manifestation 
is the error in red. The prediction error 
was only 0 or 1. If it is 0, the prediction is 
correct; if it is 1, the prediction is wrong.

In Figure 2, 50 images from a single run 
were selected and marked with the red 
true label and blue prediction label on 
the left and right sides. When the left and 
right labels were the same, it indicated 
that the image prediction was correct. It 
can be intuitively seen whether the data-
set images in this study that correspond 
to the predicted label values and errors 

that may affect the accuracy due to clas-
sification mismatches are excluded.

Sensitivity and stability analysis
Parameters of DA
The parameters of the DA that exhibit-
ed the greatest influence on the results 
are the maximum number of iterations 
and the population number m. To study 
the influence of these two parameters on 
the experimental results, control variates 
were used to combine the maximum it-
eration number t, population number m, 
and the number of nodes in the hidden 
layer n of the OSELM. Two of the three 
variables were changed each time, while 
the other was fixed, to observe their influ-
ence on classification accuracy. Among 
them, 5 different values were used for the 
population number, maximum iteration 
times, and hidden layer nodes: 10, 20, 30, 
40, and 50. When the node of the hidden 
layer was fixed, 50 was adopted, 20 when 
the maximum number of iterations was 
fixed, and 10 when the population num-
ber was fixed. The method of expression 
was a relative three-dimensional graph, 
which has more intuitive and vivid ad-

vantages compared to two-dimensional 
graphs.

Figure 3 illustrates the corresponding 
performances when the parameters of 
the algorithm were changed separately.  
It can be easily observed that the number 
of hidden layer nodes, population size, 
and the maximum number of iterations 
within the range of (10, 50) gradually im-
proved the classification accuracy. When 
these three parameters were between  
10 and 20, the change in the classifica-
tion accuracy rate was the most obvious, 
and then the change decreased gradual-
ly. In addition, the range of variations 
between 40 and 50 was much smaller. 
This indicates that within the range of 
(10, 50), these three parameters had the 
greatest impact on the classification ac-
curacy. 

In Figure 4, the bubble size represents 
the average accuracy. It can be clear-
ly seen from these figures that a higher 
number of hidden nodes led to propor-
tionately better results. The maximum 
number of iterations also had a similar 
influence on the result, with larger iter-
ations leading to better results. However, 
the effect of population size on the results 
was not obvious because of fluctuations 
in the number of different populations.

OSELM activation functions
The calculation results before the input 
activation function could have been ei-
ther very positive or very negative. In 
this case, the activation function needed 
to process the result, limit the result to 
a certain interval, and make it close to the 
desired result. Therefore, the selection of 
the activation function was very impor-
tant. This study chose 10 sets of data such 

Figure 3. Variation figure of average accuracy (n = 50). Figure 4. Bubble diagram (n = 50).
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number of iterations also had a similar influence on the result, with larger iterations leading to 

better results. However, the effect of population size on the results was not obvious because of 

fluctuations in the number of different populations. 

5.3.2 OSELM Activation Functions 

Table 3. Average classification accuracy of activation functions.

Hidden nodes Sigmoid Hardlim Tribas Radbas
10 0.8928 0.7412 0.5630 0.5762
20 0.8401 0.7859 0.5482 0.5754
30 0.8682 0.8178 0.6192 0.6964
40 0.8805 0.8452 0.5710 0.5350
50 0.8928 0.8330 0.6334 0.6750
60 0.8884 0.8228 0.6698 0.6668
70 0.9038 0.8628 0.6362 0.7654
80 0.9006 0.8532 0.6770 0.7842
90 0.9132 0.8636 0.6570 0.8218

100 0.9142 0.8666 0.7948 0.8052
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Table 4. Average accuracy of different algorithms (n = (50, 350)).

Node number DA-OSELM OSELM DE-OSELM DE-ELM PSO-ELM ML-ELM WOA-ELM ELM
50 0.8941 0.8467 0.8855 0.8818 0.8754 0.8838 0.8725 0.8613

100 0.9138 0.9012 0.9119 0.9127 0.9058 0.9105 0.9086 0.8996
150 0.9234 0.9157 0.9217 0.9216 0.9222 0.9226 0.9221 0.9141
200 0.9298 0.9203 0.9272 0.9275 0.9286 0.9319 0.9286 0.9233
250 0.9356 0.9302 0.9315 0.9358 0.9334 0.9319 0.9327 0.9300
300 0.9374 0.9332 0.9363 0.9365 0.9372 0.9353 0.9354 0.9320
350 0.9398 0.9320 0.9370 0.9372 0.9370 0.9346 0.9387 0.9308

that each group data of the hidden layer 
nodes were different. L = {10, 20, 30, 
40, 50, 60, 70, 80, 90, 100}. At the same 
time, each set of data was compared with 
different activation functions. The max-
imum number of iterations was 20, and 
the population size was 10.

As listed in Table 3, the sigmoid activa-
tion function was the best, followed by 
the Hardlim function, Radbas function, 
and then the Tribas function. The sigmoid 
and Hardlim functions had a relatively 
stable influence on the results, and the 
accuracy also increased with an increase 
in the number of hidden nodes. However, 
the results of Radbas and Tribas fluctuat-
ed considerably as the number of hidden 
nodes increased and were significantly 
less effective than the other two activa-
tion functions. Overall analysis shows 
that the sigmoid function produced the 
most accurate result and was, therefore, 
used as the activation function in the DA-
OSELM in this study.

Number of hidden nodes
To study the influence of the number of 
hidden layer nodes on the classification 
performance of the DA-OSELM, an al-
gorithm simulation was carried out using 
five neurons, consequently ending with 
50 neurons, adding 5 neurons each time.

Figure 5 shows the average accuracy 
rate of different algorithms at the nodes 
from 50 to 350 hidden layers. It can be 
found that the DA-OSELM had an obvi-
ous advantage at the nodes from 5 to 100. 
After that, the accuracy of all algorithms 
improved, but the DA-OSELM was still 
the best algorithm.

As seen from Table 4, the accuracy of 
all algorithms increased gradually from 
the 50th to the 350th node, until it was 
almost impossible to improve the accu-
racy, and some algorithms even declined, 
instead of rising. After the 100th node, 
the accuracy of all algorithms had not 
changed much, but the DA-OSELM still 

Figure 5. Average accuracy of different algorithms (n = (50, 350)).

Figure 6. Box plot for different algorithms (1-8 for DA-OSELM, DE-OSELM, ML-ELM, 
PSO-KELM, OSELM, ELM, DE-ELM, WOA-ELM).

 

Fig. 5. Average accuracy of different algorithms (n = [50, 350]) 

  Fig. 5 shows the average accuracy rate of different algorithms at the nodes from 50 to 350 

hidden layers. It can be found that the DA-OSELM had an obvious advantage at the nodes from 5 

to 100. After that, the accuracy of all algorithms improved, but the DA-OSELM was still the best 

algorithm. 

Table 4. Average accuracy of different algorithms (n = [50, 350]) 
Node 

Number DA-OSELM OSELM 
 DE-OSELM DE-ELM 

 PSO-ELM ML-ELM 
 WOA-ELM ELM 

 

50 0.8941 0.8467 0.8855 0.8818 0.8754 0.8838 0.8725 0.8613 

100 0.9138 0.9012 0.9119 0.9127 0.9058 0.9105 0.9086 0.8996 

150 0.9234 0.9157 0.9217 0.9216 0.9222 0.9226 0.9221 0.9141 

200 0.9298 0.9203 0.9272 0.9275 0.9286 0.9319 0.9286 0.9233 

250 0.9356 0.9302 0.9315 0.9358 0.9334 0.9319 0.9327 0.9300 

300 0.9374 0.9332 0.9363 0.9365 0.9372 0.9353 0.9354 0.9320 

350 0.9398 0.9320 0.9370 0.9372 0.9370 0.9346 0.9387 0.9308 
As seen from Table 4, the accuracy of all algorithms increased gradually from the 50th to the 

350th node, until it was almost impossible to improve the accuracy, and some algorithms even 

declined, instead of rising. After the 100th node, the accuracy of all algorithms had not changed 

much, but the DA-OSELM still had certain advantages over other algorithms. 

5.3.4 Stability 

Fig. 6 shows the classification accuracy distribution for each algorithm. Each box in the box 

plot represents the result of the 10-fold operations. The box plot has five data features for each set 

of data. The top line represents the upper limit, the top of the square  - the upper quartile, the 

black line - the median, the bottom of the square - the lower quartile, and the bottom line 

represents the lower limit. In addition, there may be a yellow origin representing the outlier. As 

seen from Fig. 6,  the stability of the WOA-ELM model was the highest, but the black line was 

lower, and there were outliers. The DE-OSELM algorithm also had high stability, but the black 

line was on the higher side, and the data were not evenly distributed. The data range of other 

stable algorithms, including the ML-ELM and DE-ELM, was also large. The data of each box plot 

shows that the distribution accuracy of DA-OSELM was the highest.  

 
Fig. 6. Box plot for different algorithms (1–8 for DA-OSELM, DE-OSELM, ML-ELM, 

PSO-KELM, OSELM, ELM, DE-ELM, WOA-ELM) 

5.3.5 Significance Analysis 

To detect whether there was a significant difference between DA-OSELM and other 

comparable algorithms, we conducted a T-test. Typically, if the value of H is equal to 1, i.e., the 

value of P is less than 0.05, then there is a significant difference between the two algorithms. As is 

evident from Table 5, the DA-OSELM was significantly different from the OSELM, DE-OSELM, 

ELM, ML-ELM, and WOA-ELM. The P value was close to 0.05 compared to that of the 

PSO-ELM algorithm, showing a certain difference. The P value was greater than 0.05, as 

compared to that of the DE-ELM algorithm, showing no significant difference. 

Table 5. T-test results 

Algorithm Comparison algorithm        H                     P  

 OSELM 1 8.1936E-05 

 DE-OSELM 1 2.6251E-04 

 ELM 1 1.0506E-04 

DA-OSELM PSO-ELM 0 0.05829 

 ML-ELM 1 0.0160 

 DE-ELM 0 0.4201 

 WOA-ELM 1 0.0385 

6 Conclusion 

To accurately classify clothing images, the Fashion-MNIST dataset was used as the research 

object in this study, and an online sequential extreme learning machine based on the dragonfly 
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not evenly distributed. The data range 
of other stable algorithms, including the 
ML-ELM and DE-ELM, was also large. 
The data of each box plot shows that the 
distribution accuracy of DA-OSELM 
was the highest. 

Significance analysis
To detect whether there was a significant 
difference between DA-OSELM and oth-
er comparable algorithms, we conducted 
a T-test. Typically, if the value of H is 
equal to 1, i.e., the value of P is less than 
0.05, then there is a significant difference 
between the two algorithms. As is evi-
dent from Table 5, the DA-OSELM was 
significantly different from the OSELM, 
DE-OSELM, ELM, ML-ELM, and 
WOA-ELM. The P value was close to 
0.05 compared to that of the PSO-ELM 
algorithm, showing a certain difference. 
The P value was greater than 0.05, as 
compared to that of the DE-ELM algo-
rithm, showing no significant difference.

	 Conclusions
To accurately classify clothing images, 
the Fashion-MNIST dataset was used as 
the research object in this study, and an 
online sequential extreme learning ma-
chine based on the dragonfly algorithm 
was proposed for a clothing classifica-
tion model. To improve the accuracy of 
the classification results, the dragonfly 
algorithm was used to optimise the input 
weight and hidden layer bias. The model 
proposed in this paper had a classifica-
tion accuracy of up to 93.98 % using 350 
hidden layer nodes. In the stability anal-
ysis of the box plot, the algorithm pro-
posed exhibited uniform data distribution 
and no outliers, whereas the other com-
parable algorithms had outliers or were 
less stable than our algorithm.
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Table 5. T-test results.

Algorithm Comparison algorithm    H P

DA-OSELM

OSELM 1 8.1936E-05
DE-OSELM 1 2.6251E-04

ELM 1 1.0506E-04
PSO-ELM 0 0.05829
ML-ELM 1 0.0160
DE-ELM 0 0.4201
WOA-ELM 1 0.0385
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