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Abstract
In this study,  Turkey’s denim trouser export was predicted using ANN and ARIMA models. 
ANN models were composed from the import of denim trousers, the minimum wage, the 
price of cotton, electricity, and water, the value of TRY against USD, the credit usage of 
ready-made clothing enterprises, export credits, the real effective exchange rate, brands of 
denim trousers, and the denim trouser Balasa Index. It is observed that the best prediction 
is provided by MLP, the second - with ERNN and the third - with ARIMA. The reason why 
the export of denim trousers is not completely modeled can be explained by the economic 
downturn, which began in 2008 and still continues. However, it is clearly seen that  ANN 
models  predict more successfully than ARIMA ones. 
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n	Introduction
Export, having provider effects on ex-
change input on the international arena 
and increasing effects on domestic tax 
incomes and employment, provides great 
contributions to the domestic economy; 
therefore, countries support their export 
sectors. According to the comparative 
advantage theorem, if a country imports 
its competitive resources while exporting 
its non-competitive ones, the world’s re-
sources are used efficiently and effective-
ly. With its cotton, cotton textile industry 
and worldwide known denim brands, 
Turkey is one of the world’s most im-
portant denim trouser manufacturers. All 
these characteristics make denim trousers 
a strategic product for Turkey. 

Enterprises consider many factors when 
they prepare their production plans, one 
of the most important of which is export. 
Predicting export can bring lots of ben-
efits, in the form of support for denim 
trouser manufacturers and exporter mer-
chants, as well as sector on-time invest-
ments, the determination of cotton re-
quirements etc.

Koutroumanidis et al. used the Autore-
gressive Integrated Moving Average 
(ARIMA), Artificial Neural Networks 
(ANN) models as well as a hybrid one 
(ARIMA-ANN) to predict future prices 
of fuelwood in Greece. After completing 
the study, they concluded that the hybrid 
ARIMA-ANN model can make better 
predictions of future prices [1].

In order to estimate the energy demand of 
South Korea, Geem and Roper used the 
ANN model, Linear Regression Model, 
and Exponential Model together with the 
Gross Domestic Product (GDP), popula-
tion, and import and export amounts as 
independent variables. They concluded 
that the ANN model better estimated the 
energy demand than the other two meth-
ods [2].

Karaali and Ülengin determined factors 
that affect unemployment using the cog-
nitive mapping method. Using these fac-
tors, they forecasted unemployment with 
ANN [3].

Co and Boosarawongse examined the 
network architecture of ANN in fore-
casting rice exports from Thailand and 
compared the performance of ANN with 
the Holt-Winters additive exponential 

smoothing model and the Box-Jenkins 
ARIMA model. They concluded that 
ANN produced better predictive accura-
cies because they are non-linear mapping 
systems [4]. 

Usta used Backpropagation ANN, VAR 
(Vector Autoregression) and Box-Jenkins 
(ARIMA) modeling techniques for pre-
diction of the Producer Price Index (PPI). 
It was concluded that the ANN had a bet-
ter prediction performance than the other 
methods [5].

Zou et al. used ANN, ARIMA and the 
combined model in forecasting the wheat 
price of the China Zhengzhou Grain 
Wholesale Market. Consequently they 
found that the ANN model could perform 
as well as or even outperform ARIMA 
and the combined model [6].

Ertuğrul et al. used single-layered feed-
forward ANN and Regression models. 
They concluded that the ANN provided 
better predictions, and the performance 
increased when appropriate parameters 
were used [7].

Baş utilised Multiple Regression and 
ANN models to predict the industrial 
production index in Turkey. When he 
compared the prediction performances, 
he concluded that the Feedforward Back-
propagation ANN model provided a 
much higher performance than the mul-
tiple linear regression model [8].

In the study carried out by Bayır [9], in-
dependent variables considered to have 
an effect on the prediction of production 
industry monthly export values were de-
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termined as a monthly average value of 
the US dollar, the total industry sector 
industry production index per month, 
domestic industrial index closing rates 
and the industrial manufacturing partial 
productivity index per month. It was 
concluded that the ANN model produced 
much better values in both the modelling 
and prediction than the multiple linear re-
gression model.

In this work, the prediction of Turkey’s 
denim trouser export performance is 
examined, and the results are compared 
with different artificial neural networks 
(ANN) and auto regressive integrated 
moving average (ARMA) models.

n	 The study
In this section the factors that influence 
denim trouser export are analysed, which 
are as follows:

Cost of denim trousers
Cost is one of the most important fac-
tors that affect export. When the prices 
of export goods increase, the demand 
for the high-priced goods of the exporter 
country decreases. This situation causes 
a decrease in the total export amount 
[10]. The quality of ready-made goods 
becomes similar to one another as tech-
nology develops and spreads throughout 
the world. The range of customers who 
buy them depends on the price [11]. In-
ternational competition for ready-made 
goods is determined by the labour cost 
(the intense nature of the sewing proc-
ess), the financing of auxiliary products, 
transportation, communication and en-
ergy costs, and therefore it is affected by 
international competition [12 - 13]. La-
bour costs increase production costs, as 
a result of which production is shifted to 
countries where a low-cost labour force 
is used [10]. Mobilities on cotton prices 
affect all cotton-made products. The cost 
of electricity is another element affecting 
product cost [13].

Export support in exporter countries 
Generally, export support measures in-
clude all actions that make export prof-
itable by decreasing costs or increasing 
incomes [14]. Financing export is done 
to provide necessary funds that an ex-
porter needs for exportation at any step 
of the process. In every stage of this 
process, from manufacturing the export-
ed product to delivering it to the import-
er, the exporter needs financing [15]. 

parative advantages of exporter countries 
is given as follows;

( / )
( / )

ij j
ij

iw w

x X
RCA

x X
=           (1)

Where, RCAi,j shows the comparative 
advantage index of country j. xij , Xj , xiw  
and Xw shows the export of product i of 
country j, the total export of country j, the 
world-wide export of product i and the to-
tal world-wide export. If the index takes 
a value of greater than 1, it means that 
country j has comparative advantages for 
product i. In other words, the country’s 
total export share of that product is great-
er than the its world-wide trade share. An 
index value smaller than 1 shows that 
there are comparative disadvantages with 
respect to that product [22]. 

n	Artificial Neural Networks
Artificial neural networks (ANNs) 
have been applied to a large number of 
problems because of their non-linear 
system modelling capacity. ANNs are 
designed to mimic the characteristics of 
biological neurons in the human brain 
and nervous system. With given sam-
ple vectors, ANNs are able to map the 
relationship between input and output; 
they “learn” this relationship, and store 
it in their parameters. The training al-
gorithm adjusts the connection weights 
(synapses) iteratively, and learning typi-
cally occurs through training. When the 
network is adequately trained, it is able 
to generalise relevant output for a set of 
input data. 

Multi layer perceptron (MLP) 
A typical MLP network is arranged in 
layers of neurons, where each neuron in 
a layer computes the sum of its inputs 
and passes this sum through an activation 
function (f). The architecture of an MLP 
type ANN  is presented in Figure 1.

To train the MLP with back-propagation, 
the first step is propagating the inputs 
towards the forward layers through the 
network. For a three-layer feed-forward 
network, the training process is initiated 
from the input layer [24]:

a0 = u
am+1 = fm+1(Wm+1am + bm+1), 

m = 0,1
y = a3                             

(2)

Where y is the output vector, u - the input 
vector, f(.) - the activation function, W - 
weighting coefficients matrices, b – the 

For an increase in export, it is important 
that the exporter’s and/or consignor’s 
credit and/or insurance methods be sup-
ported before and/or after the dispatch 
[16]. Any type of credit which can be 
provided at any stage of export, such as 
investment, production and collecting 
export costs at a low interest rate, short 
term or long term is classified as export 
credit [14]. 

Exporter countries’ brands 
Enterprises use brand to be able to set 
different prices from their rivals, to dif-
ferentiate products, to take legal control 
of a product by registering it officially, 
to increase the number of loyal custom-
ers, to provide consistency to product 
demand, to increase profits and to adver-
tise [17]. Brand brings cost and respon-
sibility, guaranteeing sustainable sales 
[12]. Brand prevents the tendency to buy 
cheaper products when not differentiated 
and makes the product more qualified 
and more appealing to customers [18].

Exchange rates of exporter countries
The real exchange rate measures how 
much and to which direction a coun-
try’s international competitive strength 
develops compared to its business as-
sociates and rivals [19]. A country’s 
short term competitive situation affects 
the real rate’s level. The value of that 
country’s money against that of foreign 
countries influences competitive capac-
ity, even though it is not considered as 
a production cost [12]. While foreign 
trade prices affect real exchange rates 
directly, they can have a direct influ-
ence on the import price index and an 
indirect effect on the export price index 
through the import price index. The fact 
that real rate of exchange movements 
and the import–export price index have 
an important relationship with each 
other weakens the role of exchange 
rates in foreign trade productivity [20]. 
Alternation in the exchange rate (ups 
and downs) can increase the cost of ex-
ported products in a price competitive 
environment. If a country’s exchange 
rate increases instantly, the export de-
sired from such a country can shift to 
another [10].

Comparative advantages of the 
situation of exporter countries 
The Balassa Index is an experimental 
device to determine countries’ powerful 
and weak exporter sectors [21]. The com-
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bias factor vector, and m is the layer in-
dex. These matrices are defined as 
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In this study, sigmoid tangent activa-
tion functions are used for the hid-
den layer and the linear activation 
function for the output layer, respec-
tively. These functions are defined as 
follows:
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The second step is propagating the sensi-
bility s (d) from the last layer to the first 
layer through the network: d3, d2, d1. The 
error (e) calculated for output neurons 
is propagated backwards through the 
weighting factors of the network, which 

can be expressed in matrix form as fol-
lows:

d3 = -2F3(n3)(e)
dm = Fm(nm)(Wm+1)Tdm+1

for m = 2, 1                  (5)

Fm(nm) is a Jacobian matrix (Equation 6);
e is the mean square error,

2
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g

g
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where g is a sample of dimension q.

The last step in back-propagation is up-
dating the weighting coefficients. The 
state of the network always changes in 
such a way that the output follows the er-
ror curve of the network downwards.

m 1W ( 1) W ( ) d (a )m m m Tk k α −+ = −

mb ( 1) b ( ) dm mk k α+ = −          (8)

where α represents the training rate and 
k - the epoch number. Using the algo-
rithmic approach, known as the gradient 
descent algorithm, and the approximate 

steepest descent rule, the error is de-
creased repeatedly.

Elman recurrent neural networks 
(ERNN) 
ERNN (also known as partially recur-
rent neural networks) are a subclass of 
recurrent networks. It is an MLP network 
augmented with additional context lay-
ers (W0) and storing output values (y), 
with one of the layers delayed (z-1) by 
one-step and used for activating the other 
layer in the next time (t) step [25].

1 1 1 0( )f= + +(t+1) (t)y W x b y W

1 1 1 0( )f= + +(t+1) (t)y W x b y W                   
(9)

While ERNNs use an identical train-
ing algorithm as MLP, the context layer 
weight (W0) is not updated as in Equa-
tion 6. The architecture of an ERNN type 
ANN  is presented in Figure 2.

Selecting the best network architecture 
The number of hidden layers and neu-
rons therein play a very important role in 
ANNs, with the choice of these numbers 
depending on the application. Theoretical 
works have proved that a single hidden 
layer is sufficient for ANNs to approxi-
mate any complex nonlinear function 
with any accuracy desired. In addition, 
how to determine the optimal number of 
hidden neurons is still a question yet to 
be answered. Although there is no theo-
retical basis for selecting these param-
eters, a few systematic approaches have 
been reported. However, the most com-
mon way of determining the number of 
hidden neurons is still the trial and error 
approach. Designed MLPs and ERNNs 
are trained with backpropagation learn-
ing algorithms, as described above. 

Once trained, the network can be used for 
predicting the output of any input vector 
from the input space. This is called the 
“generalisation property” of the net-
work. To show this property of trained 
networks, the same experiment is done 
with a set of test data that is not involved 
in the set of training data. At the end of 
the training and testing experiments, the 
root mean square error (RMSE) values 
and correlation coefficients (R) obtained 
are compared. MATLAB with a Neural 
network toolbox is used for all ANN ap-
plications [23].
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Figure 2. ERNN type ANN architecture [23].

Figure 1. MLP type ANN architecture [23].
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n	Prediction
In this section, prediction efforts real-
ized for MLP and ERNN type ANN ar-
chitectures and results are given. Then 
the ARIMA model realised and its result 
are given. To predict Turkey’s denim 
trouser export with ANN architectures,  
23 input variables were chosen. These in-
put variables, which affect the export of 
denim trousers, were selected to take into 
consideration the factors defined in sec-
tion ‘The study’. The input variables are;

1. Years, (1995–2008), 2. Months, (from 
the first month of 1995 to the last month 
of 2008), 3. Turkey’s denim trouser im-
port, 4. Minimum wage in TURKEY, 5. 
Cotton price on Turkey’s stock-market, 
6. Price of electricity for the Turkish 
industry, 7. Price of water for the Turk-
ish industry, 8. Turkish lira to USD ex-
change rate, 9. Credit usage of ready-
made clothing and confection sector, 10. 
Export credit prior to consignment, 11. 
Foreign trade enterprise credit, 12. Ex-
port credit, 13. Transport costs, 14. Ex-
port credit SME, 15. Export credit prior 
to consignment, (foreign currency), 16. 
Foreign trade enterprise credit (foreign 
currency), 17. Export credit (foreign cur-

rency), 18. Pre-consignment rediscount 
credit – DISCOUNT, 19. Transport ship-
ping marketing credit, 20. Export credit 
SME (foreign currency), 21. Manufactur-
er price index based on the real effective 
exchange rate, 22. Denim trouser brand 
registration no, 23. Denim trouser Balasa 
index

Prediction with MLP network 
To find the best MLP model, 10 experi-
ments were realized, the training, test-
ing and prediction results of which are 
shown in Table 1.

As seen in Table 1, model number 
2 / 40 / 25 gives the best result accord-
ing to RMSE and R values. This model 
has got two hidden layers. There are 40 
neurons in the first hidden layer and 25 
neurons in the second. In Figure 3.a, the 
model’s training data regression tenden-
cy is examined, and it can be seen that the 
R value in the training data set is 1. This 
value shows the complete realisation of 
the training. In Figure 3.b, the output 
graph shows that the full modelling proc-
ess is supplied. 

Table 1. Different MLP Model Training, Testing and Prediction data, RMS Error and Cor-
relation Coefficient (R).

Model
Hidden Layer  
Neuron No. Training (1995-2006) Test (1995-2006) Prediction (2007-

2008)
1. 2. RMSE R RMSE R RMSE R

1 / 20 20 - 6.7685×10-31 1 0.0444 0.9413 0.0644 0.2724
1 / 30 30 - 1.2880×10-22 1 0.0705 0.8798 0.0676 0.5385

2 / 15 / 20 15 20 1,0661×10-09 1 0.0282 0.9549  0.0477 0.5699
2 / 15 / 40 15 40 2.3802×10-25 1 0.0815 0.8438  0.0993 0.6639
2 / 25 / 35 25 35 2.8099×10-25 1 0.0618 0.9222  0.0449 0.7472
2 / 30 / 5 30 5 3.3465×10-04 0.999 0.0541 0.9065  0.0294 0.7708

2 / 30 / 20 30 20 4.1093×10-25 1 0.0304 0.9593  0.0313 0.7999
2 / 35 / 30 35 30 9.5405×10-31 1 0.0781 0.8245  0.0493 0.8224
2 / 40 / 5 40 5 1.3636×10-05 1 0.0208 0.8692  0.0165 0.8768
2 / 40 / 25 40 25 8.1273×10-31 1 0.0754 0.9688  0.0089 0.9314

Figure 4. MLP network 2 / 40 / 25 model’s test data correlation coefficient (a) and  test data output graph (b).

Figure 3. MLP network 2 / 40 / 25 model’s training data correlation coefficient (a) and training data output (b). 

b)a)

b)a)
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Figure 5. MLP network 2 / 40 / 25 model’s prediction data correlation coefficient (a) and prediction data output graph (b).

Figure 6. ERN network 2 / 30 / 30 model’s training data correlation coefficient (a) and training data output graph (b). 

Figure 7. ERN network 2 / 30 / 30 model’s test data correlation coefficient (a) and test data output graph (b).

Figure 8. ERN network 2 / 30 / 30 model’s prediction data correlation coefficient (a) and prediction data output graph (b). 

b)a)

b)a)

b)a)

b)a)
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In Figure 4.a, the model’s test results 
are shown. Here, the R value is 0.9688, 
which shows that the test is not com-
pletely successful; however, the test re-
sults and input data come close to each 
other. The situation is seen in more de-
tail in Figure 4.b. In the first couple of 
months, the ANN output follows real out-
put values, but the gap between them is 
increasing. 

In order to examine the forecasting abil-
ity of this model, the export values of 
2007-2008 were predicted. When the 
prediction regression graph in Figure 5.a 
is examined, it is seen that the correla-
tion coefficient has a very good value of 
0.931. The predictions for 2007-2008 are 
shown in more detail in Figure 5.b. 

As seen in Figure 5.b, the ANN and out-
put values of 2007-2008 are very coher-
ent. When the regression curves in Fig-
ure 5.a and the prediction graph of the 
model are analysed, it can be concluded 
that this ANN model can be used to pre-
dict Turkey’s denim trouser export. 

Prediction with an Elman recurrent 
network 

To find the best ERNN model, 10 experi-
ments were realised, the training, test-
ing and prediction results of which are 
shown in Table 2.

According to the test results in Table 2, 
the ERNN model that gives the best re-
sults in terms of RMSE and R is model 
number 2 / 30 / 30, which has got two 
hidden layers, with 30 neurons in both 
the first and second hidden layers.

In Figure 6.a, the R value in the training 
process equals 1, showing the complete 
realisation of the training. A complete 
modelling was obtained during the train-
ing process, as can be clearly seen in Fig-
ure 6.b. 

The R value in the testing process is 
0.956, as shown in Figure 7.a, demon-
strating that although the testing is not 
completely realised, it has a very little er-
ror. In Figure 7.b. The testing Graph of 
the Model is given. The ANN values are 
compatible with the output ones. 

In order to examine the forecasting abil-
ity of this model, the export values of 
2007-2008 were predicted. When the re-
gression graph in Figure 8.a is analysed, 
it is seen that the correlation coefficient is 
0.893. The predictions outputs for 2007-
2008 are given in Figure 8.b. The ANN 

Table 2. Different ERNN Model Training, Testing and Prediction data, RMS Error and Cor-
relation Coefficient (R).

Model Hidden Layer 
Neutron No. Training (1995-2006) Test (1995-2006) Prediction  

(2007-2008)

1. 2. RMSE R RMSE R RMSE R

1 / 25 25 - 8.2729×10-29 1.0000 0.0855 0.8975 0.1480 0.1666

1 / 50 50 - 6.1662×10-05 0.9999 0.0316 0.9440 0.0582 0.5344

2 / 5 / 30   5 30 1.6350×10-3 0.9976 0.0393 0.9775 0.0490 0.5924

2 / 10 / 50 10 50 7.3932×10-31 1.0000 0.0505 0.9261 0.0397 0.6483

2 / 15 / 15 15 15 1.4161×10-04 0.9998 0.0331 0.9541 0.0549 0.7767

2 / 15 / 20 15 20 1.0781×10-05 1.0000 0.0402 0.9420 0.0435 0.7808

2 / 20 / 5 20 5 7.5731×10-04 0.9992 0.0130 0.9698 0.0252 0.7845

2 / 25 /25 25 25 3.0426×10-12 1.0000 0.0797 0.9274 0.2055 0.7891

2 / 25 / 40 25 40 5.5224×10-27 1.0000 0.0358 0.9477 0.0184 0.8545

2 / 30 / 30 30 30 9.2562×10-31 1.0000 0.0237 0.9565 0.0146 0.8938

Table 3. Estimation of parameters.

Term Coefficient Standard Error  
of Coefficients T P

AR 1 -0.6568 0.0856 -7.67 0.000
AR 2 -0.4807 0.0925 -5.20 0.000
AR 3 -0.2456 0.0846 -2.90 0.004
SAR 12 0.4109 0.0851 4.83 0.000
Constant 0.0216 0.0138 1.57 0.118

Figure 9. Prediction of Turkey’s denim trouser export per month using the ARIMA model.

and output values of 2007-2008 are very 
consistent with each other. Hence it can 
be concluded that this ANN model can 
be used to predict Turkey’s denim trouser 
export. 

After completing MLP and ERN Net-
work testing to predict Turkey’s total 
denim trouser export, it can be seen that 
the MLP Network has a better prediction 
performance than the ERNN architecture.

Prediction with an ARIMA model
In order to fit an ARIMA model to denim 
trouser export data, an attempt was made 
to stabilise both the variance and mean of 

the data. In order to stabilise the variance, 
the data was transformed by using a loga-
rithm with base e. After taking the loga-
rithm, the difference was first obtained to 
stabilise the mean of the data. To create 
an appropriate ARIMA model, (3, 1, 0) 
(1, 0, 0)12 was fitted to the data.

The ARIMA (3,1,0)(1,0,0)12 model used 
for prediction is;

Yt = c + f1Yt-1 + (f2 - f1)Yt-2 +
+ (f3 - f2)Yt-3 - f3Yt-4 + F1Yt-12 +  (9)

- (f1F1 + F1)Yt-13 - (f2F1 - f1F1)Yt-14 +
- (f3F1 - f2F1)Yt-15 - f3F1Yt-16 + et

where Y = Lny
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The parameter estimates from Ta-
ble 3 are put in place as f1 = -0.6568, 
f2 = -0.4807, f3 = -0.2456, F1 = 0.4109 
and c = 0.02161.

The prediction graph seen in Figure 9 
(see page 15) was created by transform-
ing the Lny values predicted back into 
real values by eY.

n	 Conclusion
The prediction of Turkey’s denim trouser 
export in 2007-2008 was realised using 
ANN and ARIMA models. The predic-
tions can be seen in Figure 10. When 
they are analysed, it is seen that generally 
ANN and ARIMA models cannot com-
pletely model denim trouser export.

It is observed that the best prediction is 
provided by MLP, the second with ERNN 
and the third with ARIMA. The reason 
why denim trouser export cannot be 
completely modelled may be explained 
by the economic downturn, which began 
in 2008 and still continues. However, it is 
clearly seen that ANNs predict more suc-
cessfully than an ARIMA model. 

After completing the study, it could be 
concluded that denim trouser export can 
be foreseen using ANNs. If all the fac-
tors that influence export are added to the 
model, better predictions can be obtained 
with ANNs. However, it is not possible 
to include all factors in the model. For 
instance, economic downturns are very 
hard to anticipate and to model. Moreo-
ver most of the socio-economic factors 
can directly or indirectly influence export 
but are not included in the model because 
they are very difficult to transform into 
quantitative variables. When all these 
restrictions are considered, our study 

shows that ANNs provide better predic-
tions of denim trouser export.
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